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A B S T R A C T : 

The complexity of protecting interconnected IT systems grows with the devel-
opment of new products and applications. Consequently, the capability of Se-
curity Operation Centre personnel to keep abreast of new threats is of utmost 
importance to ensure the security posture of all organisations. In that regard, 
hands-on exercises on a cyber range reproducing realistic situations can boost 
the ability of personnel to react appropriately and adequately to intrusion in 
a production context. Such exercises are known to improve situation aware-
ness. However, the design and delivery of such trainings impose a heavy work-
load on cyber experts. Relying on an automation system for the execution of 
attacks considerably lightens the duties of experts and frees some of their 
time for less repetitive tasks. This article introduces an orchestrator dedicated 
to red teaming. 
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Introduction 

Thanks to the ongoing development of many new applications, tools and ma-
chines, our corporate and private information networks and systems continu-
ously increase in complexity and interconnectivity. However, each new piece of 
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software or device brings novel ways to use and exploit this abundance of in-
trusion possibilities. Unfortunately, the difficulty of monitoring their security 
raises accordingly: the defence of our organisation networks and assets requires 
unfailing alertness to detect malicious acts, while threat actors are constantly 
trying to evade the security teams monitoring and defensive actions. 

Various organisations regularly analyse public information on breaches and 
successful attacks to evaluate trends in the threat actor behaviour.1 2 While the 
extent and motivation of intrusions vary considerably, it appears that cyber- 
criminals consistently find new creative ways to exploit the ever-growing attack 
surface of the IT systems. On the other hand, well-known techniques are still 
being used profitably: on the whole, the cyberactivity increases steadily in vol-
ume and diversity. 

In spite of cyber awareness campaigns deployed at various level, these re-
ports also demonstrate how the humans are still considered to be the weak link 
in the security chain.3 However, successful attack response and recovery is also 
the feat of humans, an essential factor of the solution. The Security Operation 
Centre (SOC) teams must manage different key tasks to protect Information 
Technology (IT) systems. A critical responsibility is the detection of suspicious 
activity or intrusions on the networks and assets. While this duty is considerably 
aided by Intrusion Detection Systems (IDSes) and other monitoring tools of in-
creasing advanced capabilities, the actual response to attacks is still very much 
a human operation. The complexity of response and recovery actions make 
them ill-adapted to being delegated to some sort of automated response sys-
tem. The capacity to select the most pertinent measures in face of such a com-
plex dynamic context demands a very specific set of knowledge, skills, and abil-
ities (KSA). Furthermore, the quality of the KSA also sustains situational aware-
ness, that is decisive for an effective attack response. 

This paper is structured as follows. The section 2 details the structure and 
importance of situational awareness. The section 3 discusses automation in the 
context of red teaming. The section 4 presents an overview of the orchestrator 
structure and the section 5 an instance of red teaming automation. The section 
6 concludes with perspective for future work. 

Situation Awareness 

Situation awareness (SA) is a theoretical concept that abstracts the way humans 
perceive and act on their environment. It is a fundamental support of appropri-
ate decision making. In the context of cyber security, SA is hence a crucial ele-
ment sustaining the efficiency of responses to breaches attempts and intru-
sions. Endsley defined situation awareness as “the perception of the elements 
in the environment within a volume of time and space, the comprehension of 
their meaning and the projection of their status in the near future.” 4 This defi-
nition highlights three levels of situation awareness components: the percep-
tion, comprehension and projection.5 
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 Perception is the lowest level of awareness, it relates to the consciousness, 
or knowledge of relevant information about the environment. 

  Comprehension is the ability to consolidate the perception in view of the 
circumstances, in light of the operational goals. It articulates the atomic 
pieces of information of the perception into a complete contextual under-
standing of the situation at hand. 

 Finally, the projection is the aptitude to foresee events and system states 
in the near future based on the perception and comprehension. It takes 
advantage of mental models created in past experience or training to pre-
dict how the present situation might evolve. 

The figure 1 shows the different cognitive elements articulated around SA, 
from the perception of the dynamic environment to decision making and ac-
tions. 

 

Figure 1: Overall structure of cognitive elements in the context of response to dynamic 

systems (Adapted from 5). 
 
It should be stressed that SA is an awareness of the environment at a certain 

point of time: dynamic systems evolve constantly. The goals and objectives pur-
sued create a context for the situation awareness and help prioritise infor-
mation pertaining to the environment state, as well as the progressive elabora-
tion of the perception, comprehension and projection. The quality of the SA at 
all three levels is dependent on the cognitive abilities of the individual. In par-
ticular, the capacity to split one’s attention towards different environmental 
cues can play a role in the overall perception of the environment situation de-
tails. 
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Information processing capabilities allow the integration of the information 
toward comprehension and finally projection. As a person acquires experience 
through training or exposition to various situation, be it either in real production 
setting or in the context of trainings, they develop schemata and mental models 
stored in long term memory. The information collected from the environment 
is actually mapped onto these schemata that allow to promptly structure the 
information. Hence, the schemata will lighten the mental workload necessary 
to convert the set of environmental cues into a coherent situation understand-
ing. There is loss of information when the situation details are mapped one a 
schema, but the information is then structured in a coherent way that eases and 
quickens further processing. 

The projection level necessitates to predict the near future; this processes is 
aided by mental models. They are a complex form of schemata characterising 
the system behavior, its state and its probable evolution. Both the comprehen-
sion and the projection level leverage the excellent human pattern-matching 
capabilities to classify the environmental elements of information on schema 
and mental models. The efficiency of this process relies on the individual ability 
to detect key environmental cues, and relate them to key features of the mod-
els. This ability is usually lacking in novice individuals: their progression toward 
experts reflects the integration of experience into these schemata and mental 
models, as well as the capability to exploit them adequately. 

The existence of these structures favour a swift processing of the information 
and their development can in time lead to automaticity. Automatic processing 
allows to make decision rapidly and effortlessly, thereby relieving a sizeable part 
of the mental workload. Automaticity however holds a risk: individuals tend to 
overlook new environmental cues and might adopt less adequate schemata. 

To actually make a decision, the individual considers the projection and the 
goals before he select the estimated most appropriate action. The execution of 
an action affects the environment as expected or not, and its performance also 
depends on the abilities of the individual. The environment state is changed due 
to the action taken, and the whole process of evaluation-decision-action must 
start again until the goals are considered achieved. 

This discussion demonstrate that accurate situation awareness is a funda-
mental premise for efficient decision making. The quality of SA has been shown 
to degrade under stress, heavy workload or due to the complexity of the dy-
namic system. On the other hand, it can be enhanced with exercises and case 
studies that improve the schemata and mental models. In particular, the theo-
retical knowledge is better integrated with exercises: studies have shown that 
the practical dimension of lessons enhance the training efficiency.6 In the con-
text of cyber security, the training scenarios should be realistic, complex, varied, 
up- to-date and representative of production situations: cyber ranges offer a 
flexible and safe environment to design and deploy such exercises. This explains 
the considerable interest in cyber ranges, recent research bringing advances in 
various directions as numerous surveys and meta-analyses testify.7, 8, 9, 10 
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Automation in the Context of Red Teaming 

The preceding section detailed how experiential training can enhance the situ-
ation awareness of cyber personnel by improving his cognitive abilities. The ac-
tions taken are consequently bettered, thereby boosting the security posture of 
the organisation. Exposing personnel to experiential training can also help ad-
dress overall skill gap observed on the market.11, 12 Indeed, the ENISA sees edu-
cation as a pragmatic method to address the difficulty to find qualified person-
nel observed at the European level.13 However, to significantly improve person-
nel KSA, the cyber training sessions must be as realistic as possible, both in 
terms of the network scenario involved and the attack deployed on the virtual 
infrastructure. This means that the network scenario and attack need to be 
complex and elaborate to bring added-value to the trainees. At present, the de-
livery of a hands-on training scenario encompassing an attack on a cyber range 
usually relies on a cyber expert to design all the lessons elements and for the 
actual execution of said attack. However, given the limited number of cyber ex-
perts that are available for such training duties, this situation does not scale very 
well. A system able to take over the role of the cyber expert by executing a pre-
designed attack independently on a network scenario addresses partially this 
scalability issue.  

Fortunately, while attack simulations on cyber ranges usually require the ex-
ecution of many tasks, the majority of them can easily be automated. Indeed, 
offensive activities involve a lot of scanning, configuration, modules exploita-
tion, etc. These tasks actually leverage applications and tools that execute the 
bulk of the heavy lifting. The human intervention consists in extracting infor-
mation of the outcome of these tasks, and transform this information in another 
format fit for ingestion by the next tool. While humans excel at this exercise, in 
particular expert threat actors, the implementation of an all-encompassing al-
gorithm to this end is not straightforward. 

This shows that, in the context of legit offensive actions automation, the low-
hanging fruits have been collected. The remaining areas of progress are the 
highly complex tasks of: 

 Eliciting information from non-standardized data. 

 Processing this information for storage into a knowledge base. 

 Analysis of the knowledge base to select an appropriate action with high 
probability of success. 

 Leveraging the knowledge base to generate workable input in the context 
of the selected action. 

 Advance toward a pre-defined overarching goal. 

This has led to a lot of research and publications on penetration testing and 
red teaming tools that integrate different levels of automation. 
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Penetration testing 

In essence, pentesting evaluates the level of exposition of an organisation’s IT 
system. Whitin a pre-defined scope of operation, a team of cyber experts tries 
to breach defenses and gain unauthorized access to machines. The fundamental 
difference with the red teaming exercises considered in this paper is that pen- 
testing happens in a production environment. The cyber team does not have a 
full knowledge of the network architecture and machine configurations. It is 
also essential that no lasting damage be caused on the target network: offensive 
activities cannot be taken unadvisedly. Some pentesting tools, such as CARTT 14 
simply aim at easing the operator tasks by presenting the results in a structured 
way and suggesting next actions. Other applications attempt to generate attack 
plans.15, 16, 17 However penetration testing suffers from the inherent difficulty of 
planning in the context of incomplete World View.18 As a consequence, recent 
research focuses on higher forms of artificial intelligence, in particular reinforce-
ment learning, to automate pentesting.19, 20, 21, 22 

Cyber Red Teaming 

When operating on a cyber-range, cyber experts designing a scenario enjoy 
much more freedom about their actions. They have a complete world view and 
can deteriorate virtual machines at will. 

In general, research and training activities on cyber ranges are frequently the 
object of repetitions. For instance, developing an IDS will require to test its ca-
pacities against malicious traffic frequently: the ability to delegate the genera-
tion of such traffic to an automated system is a great advantage. The Lincoln 
Laboratory has developed such an automated system to generate red traffic, 
the Lincoln Laboratory Attack Framework, an element of their Cyber range ad-
vanced tools.23 Similarly, APIT is a tool aimed specifically at generating malicious 
traffic to test IDSes.24 

However, depending on the context, it might be necessary to deploy a spe-
cific, complex attack. In that case, the attack needs to be encoded in an appro-
priate way, to be consumed by an advanced automation system. The National 
Cyber Range (NCR) 25, 26 implements a very complex framework, with the neces-
sary elements to encompass the whole experimental chain. SVED 27, 28 also has 
this attack design and execution capacity. Caldera is an open-source post-com-
promise tool developed by MITRE, with adversary emulation capabilities.29 

Automated Red Teaming Use Cases 

The ability to automate complex attacks is a great asset in the context of hands- 
on cyber range exercises. Other use cases can leverage such an automation 
profitably. IDS development and testing has made use of attack automation for 
some time. The IDSes capability to detect attacks is evaluated at a lower overall 
cost. 

Furthermore, if no other actions are taken on the cyber range at the time of 
the attack progress, automation allows to produce exact, known forensic traces 
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in the scenario. The attack can be repeated exactly, in a fixed time frame, with 
predicted outcomes. The specific characteristic to be precisely reproducible in 
a considerable advantage of automation. In particular, in an examination set-
ting, all students can be submitted to the same fair evaluation since they are 
exposed to the same pre-designed situation. Similarly, various IT products secu-
rity, or human skills, can be evaluated in a certification setting. The automated 
attack could be used to confirm that products or assets can withstand certain 
breach attempts. A comparable procedure could be used to certifiy the skills 
and abilities of personnel. 

This section demonstrates that automation solutions have been developed 
successfully in different contexts. The automation of red teaming systems is less 
well explored than the pentesting, the later being much more frequent com-
mercially. Complex designs usually necessitate on human supervision at some 
level. The latest systems support increasingly complex relationships between 
tasks 

Orchestrator architecture 

This section presents an overview of the architecture of the Sly red teaming au-
tomation system. Different elements compose this system: a Central Manage-
ment system, a set of databases, a collection of workers, a communication sys-
tem and an execution capability on the Attacker. 

In practice, an orchestrator manages the different actions needed to carry 
out the attack in a timely manner. It runs on a specific virtual machine (VM) 
deployed in the network scenario where the attack will be effectuated. Where 
appropriate, it communicates instructions to attacker machines, typically Kali 
VMs. 

Representation and Execution of the Attack 

The attack is abstracted as an acyclic oriented and conditional graph of nodes, 
each of which is a task. Child-parents relationships bind the different nodes, and 
the children are launched depending on a required status of the parents. At reg-
ular intervals, the orchestrator controls whether the tasks failed, succeeded, or 
have simply been evaluated before deciding to launch a child. 

All nodes, or tasks, are python functions that are carried out by Celery work-
ers running on the Orchestrator VM. Celery is an asynchronous task queue sys-
tem based on distributed message passing. By default, Celery starts as many 
workers as there are CPUs on the VM: parallel processing of tasks is hence easily 
handled. Redis serves as messaging substrate and Tasks database. It keeps track 
of the tasks IDs and links these IDs to the tasks status and their outcome after 
completion. Therefore, the output of a task remains accessible at all times to 
evaluate its success. 
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Execution on Attacker virtual machines 

The orchestrator is framework-agnostic. As mentioned earlier, the core of the 
orchestrator work is carried out on its VM. However, where relevant, the or-
chestrator can also induce execution of commands on external VMs. All com-
mand line instructions can be completed on external machines over appropriate 
connections. This opens a wealth of possibilities such as launching a Virtual Pri-
vate Network (VPN) connection, adapting configuration files, changing the rout-
ing tables, installing new software, etc. 

These commands are launched by interaction with a terminal. For simple 
tasks such as a reboot, the command is sent over a transient ssh connection. If, 
however, a terminal must remain open in a lasting manner, a paramiko channel 
is opened on the involved Linux-based VM.30 The management of the commu-
nication between the Orchestrator VM and the Linux-based VM is handled by 
RabbitMQ, the instructions for specific terminals being segregated into separate 
Rabbit queues. This system provides the possibility to maintain multiple stable 
terminals running in parallel on the same machine. 

Central Management of Tasks 

Sly is a python program that manages the overall execution of the attack. At 
present, it can only handle a pre-defined attack graph encoded in a YAML file. 
Regularly, the Redis Task database is polled to evaluate the status of the tasks, 
and their outcome is parsed to assess their success. Sly stores all tasks status 
internally; it exploits this internal repository to evaluate if the conditions to 
launch children tasks are met. The actual execution of a task is carried out by 
submitting it to Celery, which will assign the task to an available worker. 

The orchestrator also maintains a relational database to keep track of a 
World View at the network scenario level. It is a abstraction of the information 
gained during the progress of the attack, related to the target network. Typi-
cally, these will pertain to user credentials, services running on machines, IP ad-
dresses, etc. 

Resilience of the Architecture 

The architecture was designed with resilience in mind. To resist to loss of con-
nection, the communication between the different elements is handled in a 
connectionless manner. The Redis database and the World view allow to resist 
to a crash in the Central Management system Sly. In such a case, the Central 
Management system can resume the attack from an appropriate intermediate 
graph node. Sly will first load the tasks status and the World View, possibly up-
dating data where necessary, before proceeding with the graph execution. In-
deed, the real attack is in progress on the Attacker VM and hence impervious to 
mishaps in the orchestration. For instance, should a meterpreter session be 
opened be- tween the Attacker VM and a Target VM, this session is insensitive 
to a crash of Sly and remains available after a re-launch. 
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Instance of an Attack Scenario 

The Sly orchestrator has already been successfully used to automate different 
attacks. One such simple instance is presented here. 

The figure 2 shows a network scenario used to demonstrate the capabilities 
of Sly. It is deployed on an OpenNebula cyber range.31 

The red team is represented on the left, and consists of a Kali VM, or At- 
tacker, and the Orchestrator VM. 

The target network is represented on the right. It consists of a single Local 
Area Network (LAN) comprising three virtual machines. The target LAN is a se-
verely scaled down version of a passenger ship’s internal network, reduced to 
two VMs essential for the structure of the attack. It contains a Linux server con-
taining files of interest for passengers, the Primary Target. The network also in-
cludes the Secondary Target, a Windows 7 workstation that runs an Electronic 
Chart Display and Information System (ECDIS) console used by the ship person-
nel. In this scenario, the console acquires the navigation data from a specific 
program that generates realistic data locally for simulation purposes. The target 
LAN is protected by a firewall that only allows outgoing traffic. The firewall ac-
cepts incoming connections for the Linux server on port 80. The attacking and 
target sides can connect via a network mimicking the Internet. Due to the fire-
wall configuration, the red team can only directly scan or access the Linux server 
port 80. 

 

Figure 2: Instance of a network topology and path of the attack. 
 
The figure 3 represents the attack as an oriented graph of tasks, in simplified 

form. The graph nodes, corresponding to tasks, are organised in columns. The 
three columns correspond to separate terminals on which the tasks are exe-
cuted. 



P. de la Vallée, G. Iosifidis & W. Mees, ISIJ 53, no. 2 (2022): 273-286 
 

 282 

 

Figure 3: Organisation of the attack in an acyclic oriented graph of tasks. 
 
On the Kali virtual machine, the msfconsole is launched on the terminal 1. On 

a second terminal of the same VM, the attacker scans the port 80 of the Linux 
server. The scan discovers a vulnerability sensitive to a metasploit module. 
Within the msfconsole on the terminal 1, the appropriate module is launched 
successfully and a meterpreter session is opened between the Attacker and the 
Primary Target. The second terminal is used to configure a SOCKS proxy, that is 
then leveraged to route all traffic toward the target network via the newly 
opened session. 

A quick exploration of the Primary Target returns a list of users, one of which 
is a sudoer. A brute-force password attack is successfully launched against this 
user. The acquired credentials of the sudoer are used to open a SSH connection 
on the Primary Target, through which the metasploit installation package is up- 
loaded and run. This allows to launch the msfconsole on the Target and explore 
its LAN. A scan of the Target network detects the presence of a Windows 7 desk-
top, the Secondary Target. A specific metasploit module is successfully run 
against this Operating System, creating a meterpreter session between the Pri-
mary Target and the Secondary Target, session which is accessed over the SSH 
connection mentioned above. Through this session, the presence of an ECDIS 
system is detected. The Attacker starts to generate fictious navigation data lo-
cally. The configuration of the ECDIS console is then corrupted to take its data 
feed from the Attacker. The Attacker now manipulates the navigation data dis-
played on the ECDIS console, resulting on a major issue for the ship personnel. 

This attack demonstrates the ability of the orchestrator to manage complex 
tasks inter-dependencies in a timely manner. It also proves the integration of 
the orchestrator with the Metasploit framework, as well as the possible execu-
tion of very varied instructions on Linux-based machines (Kali, Primary Target). 
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The orchestrator was also deployed as an automated Attacker in the hands- 
on maritime training i delivered on federated cyber ranges in the context of the 
ECHO Federated Autumn School.32 

Conclusion and Future Work 

This paper presents the added value of an automation system in the context of 
red teaming engagements deployed in trainings, examinations or certifications. 
The technical architecture of such an orchestrator is outlined; it has the ability 
to execute an attack abstracted into a conditional acyclic oriented graph of 
tasks. At present, the typical use case of the orchestrator is to manage the au-
tomation of a pre-defined attack to be carried out on a scenario deployed on a 
cyber range. The design of the attack is performed by a cyber expert, responsi-
ble to develop the network scenario and the associated suite of actions that 
constitutes the attack. 

The exercises managed by the orchestrator could be improved by the inte-
gration of additional external tools or frameworks. A common issue in trainings 
is the production of background traffic to hide the traces of the attack. This issue 
is usually addressed by having the VMs in the scenario generate standard traffic; 
typically by installing an application with the ability to mimic normal end-users. 
In that context, integrating such tools would allow the orchestrator to also han-
dle the generation of legit, background traffic. 

In its present state, the orchestrator does not have the ability to make deci-
sion as to which action to take next. This limitation could be overcome by other, 
accompanying systems. For instance, an attack planner could generate the at-
tack graph to execute to reach a certain goal.33 On the other hand, the orches-
trator could be linked to an artificial intelligence that would be in charge of mak-
ing decisions online, based of the World View being progressively acquired dur-
ing the attack. 

This discussion demonstrates that the orchestrator described in this paper 
can be at the core of many future developments to enhance the complexity and 
realism of the attack deployed in trainings. 
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