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A B S T R A C T : 

This study aims to find a list of methods to fool artificial neural networks used 
in medical imaging. We collected a short list of publications related to ma-
chine learning model fooling to see if these methods have been used in the 
medical imaging domain. Specifically, we focused our interest to pathological 
whole slide images used to study human tissues. While useful, machine learn-
ing models such as deep neural networks can be fooled by quite simple at-
tacks involving purposefully engineered images. Such attacks pose a threat to 
many domains, including the one we focused on since there have been some 
studies describing such threats. 
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Introduction 

Artificial Intelligence (AI) based solutions, especially deep learning based on 
neural networks, are widely used in the medical domain. For example, AI is used 
for helping and automatizing cancer diagnosis based on image data. The benefit 
of this approach is to relieve experts to work on more important tasks while 
automated systems can inspect images and give initial recommendations. 

If an attacker can fool the AI processing, ramifications can be devastating. 
Such attacks may result in incorrect treatment procedures, causing extreme 
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circumstances with a worst-case scenario of losing human lives. In addition, 
wrong diagnoses could undermine the public trust in medical professionals. This 
paper presents a short survey of model fooling attacks against neural networks 
in the medical domain. 

Fooling neural networks is an important subject because machine learning 
models are widely used in medicine for automating many processes and for 
helping with diagnosis. For example, Rai et al. proposed a convolutional neural 
network for healthcare assistant 29 while Rastgar-Jazi and Fernando used neural 
networks for detecting heart abnormalities from electrocardiogram (ECG) 
data.30 Similarly, authors of 31 used neural networks for prediction and preven-
tion of heart attacks from ECG data while Murugesan and Sukanesh used neural 
networks for detecting brain tumours in electroencephalograms (EEG) signals.24 
Syam and Marapareddy discussed three different scenarios of classification 
problems, where one is skin lesion (cancer) classification from images.34 As can 
be seen, these machine learning solutions are useful for many medical applica-
tions. 

Effectiveness of neural network based deep learning is based on the used 
algorithm and learning data. If learning dataset is inadequate or contains incor-
rect information, results will be inaccurate. Similarly, if there are known weak-
nesses in the used algorithm, they can be compromised. In that sense, AI com-
ponents can be attacked and fooled to behave incorrectly. As an example of a 
weakness, Afifi and Brown explore how white balance of photography impact 
the performance of deep neural networks,2 while authors of 21 generated ad-
versarial noise for fooling the neural networks. Gu et al. discussed about gradi-
ent shielding method for understanding the vulnerabilities in neural networks.13 
MOEA-APGA is an algorithm for achieving targeted attacks against neural net-
works,9 and another similar algorithm is called DeepFool implemented for com-
puting perturbations that fool neural networks.23 In a medical domain, Chuqui-
cusma et.al. studied about fooling radiologists for lung cancer diagnosis.8 As can 
be seen, many such attack vectors exist. 

As a powerful machine learning method, deep learning has also been applied 
to images related to pathology, for example, trying to classify images of cancer 
whole slide images (WSI). Serag et al. present an overview of the application of 
artificial intelligence for pathology and tissue analytics.32 As another example, 
convolutional neural networks have been used for nuclear segmentation, which 
is an important part of tissue cancer grading.18 Deliberately produced wrong 
segmentation could result in wrong diagnoses. Pre-trained convolutional neural 
networks have been compared to training from scratch using the Kimia Path24 
dataset, with results indicating that pre-trained networks are quite competi-
tive.15 Using such pre-trained models creates a possibility of hidden attacks 
trained into the model or abusing known deficiencies of such models. 

In this study, we collected a list of relevant research papers concerning med-
ical imaging and attacks against neural networks. We queried the publicly avail-
able Google Scholar database to identify publications relevant to deep neural 
network fooling, deep neural networks in medical imaging and deep neural 
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networks fooled in that domain. The results of this short survey should be useful 
for anyone trying to understand the vulnerabilities of neural networks in specific 
domains. Moreover, the use of them in medical imaging raises the question of 
reliability and robustness when targeted by such attacks. As can be seen, tar-
geted attack against neural networks in medical domain is a realistic scenario. 
From the attacker perspective, medical domain can be considered as a valuable 
target because of the critical ramifications of possible attack. In addition, there 
are known vulnerabilities with neural networks that are highly used in medical 
domain.  

Below, we present the medical imaging domain and then discuss about ma-
chine learning regarding that domain. Next sections describe the state of fooling 
deep neural networks and how it has been applied to the medical domain. Fi-
nally, we present our concluding thoughts. 

Short Introduction to Whole Slide Images in Cancer Diagnosis 

Quick and affordable laboratory cancer diagnosis methods are of great im-
portance. One of the well-established methods is light microscopy with a stain, 
such as haematoxylin and eosin (H&E). The H&E stain makes various tissue com-
ponents visible, allowing diagnosis based on e.g. their morphological features.14  

The advent of digital pathology and whole-slide imaging (WSI) have provided 
a computerized way to analyse and share the results of light microscopy. By 
digitizing the tissue images, a variety of automated methods can be used to per-
form image analysis, annotation, and workflow improvements. Turning glass 
slides to a digital format requires a slide scanner, which digitizes the slide using 
specialized format that allows e.g. various zoom levels and metadata to be 
stored in one data file. This data can then be easily shared, further processed 
using a variety of tools, and even easily used in teaching in a virtualized micros-
copy environment.1 

Distinguishing between benign and malignant tumours is essential for accu-
rate prognosis. One of the features that separate the two is differentiation and 
anaplasia. In general, benign tumours consist of cells that resemble the tissue 
where they originated from. They retain much of the functionality and morphol-
ogy of their non-transformed counterparts but may invade surrounding tissue. 
Malignant tumours, on the other hand, lose their resemblance to their normal 
counterparts and become undifferentiated (anaplastic). This change results in 
noticeable change in cell morphology, and it is possible to observe this using 
light microscopy and stains. These observable changes include variations in size 
and shape, nuclear abnormalities and atypical mitoses. Assigning a value to this 
differentiation is called grading. The criteria and schemes are dependent on the 
type of tumor.19 

For breast cancer, observing mitoses has been shown to be a good predictor 
for tumour development and prognosis. In order to proliferate, tumour cells 
need to overcome various limitations that prevent ordinary cells from dividing 
indefinitely. These mutations may result in increased cell-cycle activity, and 
even majorly affect the mitosis process itself by causing atypical-looking cell 
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divisions which may be visually observed using light microscopy.27 Figure 1 
shows an example of breast cancer WSI from Al-Janabi et al.4 

Detecting abnormal morphology and quantifying the number of various cell 
features is a good candidate for automatization via machine learning and com-
puter vision methods. WSI with sufficient quality can be automatically anno-
tated. Digital pathology is expected to improve convenience and quality of the 
process. Nam et al. provide an introduction to digital pathology aimed at 
healthcare professionals.25 Furthermore, Komura and Ishikawa made a short re-
view of machine learning methods for histopathological image analysis, listing 
seven whole slide image datasets and 21 hand annotated histopathological da-
tasets.16 

Figure 1: Example of WSI showing several breast resections with infiltrative ductal 
carcinoma.  
Figure courtesy of Al-Janabi et al.,4 distributed under the terms of the Creative Com-
mons Attribution License. 

Fooling Deep Neural Networks 

Deep neural networks and deep learning in general refers to a field of study, 
were complex concepts are learned from simpler representations by creating 
an interconnected network of activation functions and weights.11 Due to their 
nature, these networks may contain flaws which make them susceptible to var-
ious classes of errors. These imperfections may be used maliciously to force the 
network into making an erroneous prediction. There have been several success-
ful attempts at creating methods to fool deep neural networks.  
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One approach is to give an adversarial image as input to the classifier. Ngu-
yen, Yosinski and Clune used an evolutionary algorithm optimization method to 
generate unrecognizable images to the human eye. Those images fooled a neu-
ral network to classify them as an object with high certainty, even though it 
should not have. They describe these images as costly exploits that could be 
used against deep neural networks.26 Moosavi-Dezfooli, Fawzi and Frossard pro-
pose the DeepFool algorithm that efficiently generates adversarial images and 
quantifies the robustness of image classifiers.23 An adversarial image is wrongly 
classified as something else than what the image clearly represents to the hu-
man eye. In the paper, a slight perturbation was added to an image of an animal 
to misclassify a whale as a turtle. Furthermore, it is possible to create adversar-
ial 2D images robust to noise, distortion and affine transformations, and even 
adversarial 3D printed objects (a turtle).6 

Adversarial patches are images that can be placed inside another image to 
fool a neural network classifier. Brown et al. have shown the effectiveness of 
such images.7 It is easy to see that inserting such patches to medical images 
could yield similar results, resulting in a false classification. 

Research has already addressed cases of changing only one pixel of an image 
to cause it to be classified as another object.33 It is remarkable that a change of 
colour in one pixel could fool the neural network. A move towards a more the-
oretical understanding of one pixel-attacks and incorrect mapping to low di-
mensional manifold has also been proposed. This makes it easy to find localized 
areas where one-pixel attacks should be more effective.17 

Backdoored images can be created when attacking the learning stage of a 
neural network. These malign models can be deployed to production, and the 
fault is only revealed when the bad image is given as an input, resulting in wrong 
classification. Outsourced training opens the possibility of creating backdoored 
neural networks that behave badly on input specified by the attacker.12 In a sim-
ilar scheme, called poisoning attack, artificially poisoned data being sent to a 
model gradually change the model to conform to the attacker’s goals. Yang et 
al. used an autoencoder (instead of the more traditional direct gradient 
method) to generate poisoned input data for deep neural networks.37 

The evident vulnerability of neural networks against several types of attacks 
is alarming because these methods are being proposed in several real-world 
domains. See 3 for a survey of adversarial attacks against deep learning in com-
puter vision. The authors not only list several attacks but also include defences. 
They conclude that there is a threat against safety and security critical applica-
tions. 

Figure 2 shows a schematic presentation of the possible attack routes de-
scribed above. In this paper we have identified two parts of the AI process, 
which could be targeted. 
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Figure 2: A schematic picture of AI model fooling.  
The input images could be altered using adversarial images, patches or one-pixel at-
tacks. In addition, the training process itself could be tampered with. 

Fooling Deep Learning in Medical Imaging and Pathology 

Although a rather new concern, the vulnerabilities intrinsic to neural network 
solutions have been identified by the medical community. For evident health 
reasons the accuracy and robustness of methodology in the medical domain is 
very important. Tizhoosh and Pantanowitz list challenges and opportunities re-
lated to artificial intelligence and digital pathology. One of the challenges con-
cerns adversarial attacks and the shakiness of deep decisions made by neural 
networks.36 This fundamental lack of robustness could be one avenue of future 
research.  

Adversarial examples in medical imaging can change the behaviour of classi-
fiers and segmentation, illustrating the lack of robustness in the neural network 
models. Such approach can also be used for model evaluation.28 Vulnerability 
during segmentation could lead to wrong representation of reality during the 
following stages of diagnosis. Again, the less understood and erratic boundaries 
of classification are a concern that enable an attack vector. 

Deep learning networks classifying X-ray images are also vulnerable to at-
tacks.35 Being perhaps the most familiar scenario to the public, X-ray image pro-
cessing is a natural target for automation. However, these kinds of perturbation 
attacks show that the models can be fooled. 

Finlayson et al. successfully use adversarial attacks against medical imaging 
in three domains: fundoscopy, chest X-ray images and dermoscopy. They also 
present a risk model for the machine learning pipeline.10 Patch attacks and pro-
jected gradient descent both seem to work against real world images, reducing 
the reliability of the classifier. However, neural networks can be made robust 
against perturbation attacks by exploiting the structure of the optimization 
task.20 
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Not all uses of these methods are harmful. It is possible to use existing med-
ical imaging data to generate more training data and to tackle uneven class bal-
ance using various methods, including generative adversarial networks.22 The 
methods described above can also be used for beneficial inpainting of missing 
areas in biomedical imaging. Armanious et al. used generative adversarial net-
works to inpaint missing areas or incomplete medical images.5 

The identified fooling methods are listed in Table 1. As can be seen, some of 
the fooling methods have been used in the medical domain. It should be noted 
that training process tampering is probably more difficult to execute in practice. 

Table 1. Fooling methods against deep neural networks and those in the medical  

domain.  

Method References Medical domain 

Adversarial images [26],[23],[6] [28],[35],[10],[22],[5] 

Adversarial patches 

One-pixel attack 

[7] 

[33],[17] 

[10] 

Training process tampering [12],[37]  

Conclusions 

Although modern neural networks have proven useful for detecting cancerous 
cell growth, it is possible to mislead these algorithms. There have been research 
exploits against deep learning methods, even in the field of pathology. Such ex-
ploits include specifically engineered adversarial images, adversarial patches 
put on actual images, one-pixel attacks and attacks focusing on fooling the train-
ing process. The scientific studies this short survey inspected include all those 
attacks. Even medical imaging is not safe from them, which promotes further 
study of the underlying causes and robustness problems stemming from the 
structure of neural networks. The expert opinions from the medical community 
will also broaden the understanding of the effect of these types of attacks. 
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