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I Introduction 

The rapid development of information technologies in the last decades of the 

twentieth century created opportunities to increase the effectiveness in practically 

every area of human activity. The use of ever more powerful computers contributed 

to a better understanding of the nature of many social, economic, physical and 

physiological phenomena. Somewhat surprising was the discovery that the increase of 

data collection and information processing power does not necessarily increase our 

ability to define cause-effect relationships and to predict the development of real-

world processes. Computers helped us to discard certain paradigms and to reveal 

some characteristics of nonlinear behavior and complex interaction. Nevertheless, our 

abilities to analyze, model, and predict is still rather limited. A number of methods 

have been proposed that combine the power of computer processing with attempts to 

imitate biological processing and human intellect. A new framework recently 

emerged – computational intelligence (CI). The application of CI methods to the 

problem of fusing data and information from multiple sources has significant 

potential, not yet fully discovered.  

Rapid developments in sensor and computing technologies allow to combine data and 

information from multiple sources. The advantages of combining outputs from a 

number of sources to increase performance has been long recognized in such diverse 

areas as political economy models, financial management, weather and climate 

prediction, estimation and prediction of physiological condition, diagnostics. The 

implication of effective fusion for the purposes of monitoring, situation assessment, 

early warning, and other security related issues is crucial. A small sample of examples 

includes: 
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 The impact of the explosion of information technologies on the capabilities for 

political and military early warning, including the capabilities for detection and 

collection of threat indicators, the dissemination of potential warning signals and 

threat assessments, the interpretation of collected signals and patterns, the 

capabilities to understand, interpret and respond to collected warnings;
2
 

 The impact of sensor and information processing technologies on organizations 

and systems for monitoring in peace-keeping, arms control and humanitarian 

operations;
3
 

 Design and implementation of measures and systems for information security, 

information warfare and critical information protection;
4
 

 Design of reliable and safe systems for individual landmine detection based on 

using ground penetrating radar with integration of multiple microwave-sensor 

technologies and development of multi-sensor data fusion, feature extraction and 

object classification methods and algorithms.
5
 

Since the mid-80s, MultiSensor Data Fusion (MSDF) emerged as a powerful 

technology for handling large amounts of data and decision support. Data fusion is 

examined as the integration and application of both traditional disciplines and new 

areas of engineering to achieve the fusion of data. These areas include computer 

science, expert systems, communication and decision theory, epistemology, 

estimation theory, digital signal processing, fuzzy logic, and neural networks. 

Methods for representing and processing data (signals) are adapted from each of  

these disciplines to perform data fusion.  

Rapid developments in the field of information technology created opportunities for 

qualitative increase in data storage, processing power, and presentation. On that basis, 

the MSDF processes, including collection of data from multiple sensors, association, 

aggregation, and merging of data to increase the understanding of past and current 

situations, provided new opportunities. Ultimately, the output from a data fusion 

system is aimed at supporting a human decision process. The usefulness of a fusion 

system is measured by the extent to which the system supports the intended decision 

process.  

In the process of decision making most people can not process rationally large 

quantities of data rapidly and accurately. But, as a rule, people deal well with 

situations, characterized by incomplete, imprecise, and uncertain information. 

Therefore, to adequately support the decision process, we need „technologies‟ that, 

while processing increasing amounts of data, exploit the human tolerance for 

imprecision, uncertainty, and partial truth. Such a technology is computational 

intelligence. 
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In the current paper, we examine potential applications of computational intelligence 

methodologies to support decision making by fusing data and information from 

multiple sources. In section II we briefly describe the well known data fusion and 

decision support system architecture for command and control, based on the SHOR 

decision making model. Section III presents this model in the framework of a new 

view on information space. Section IV outlines basic ideas of computational 

intelligence, and section V - its application in developing systems and algorithms for 

data and information fusion and decision support. As an example, in section VI we 

describe the application of CI methodologies in two ongoing projects. We conclude 

by emphasizing the potential for expanding traditionally military technologies and 

their contribution to increasing stability and security.  

II MSDF and Decision Support in Military Applications  

The decision making model proposed by Wohl in studying command and control is 

depicted on Figure 1.
6
 The SHOR model comprises four dynamically interacting 

elements: 

 Stimulus - The initiation of the decision making process to provide information 

on the current situation and the associated uncertainties; 

 Hypotheses - A set of perception alternatives explaining the real-world situation; 

 Options - Response alternatives made available to the decision maker; 

 Response - The selected action to be taken. 

Figure 1: Data fusion and decision support in the SHOR model 
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Waltz and Buede divide the „information‟ part of the model into two distinct 

subsystems for data fusion and decision support.
7
 Data fusion collects information 

from various sensors and sources in order to develop the best possible perception of 

the situation. The situation is described by friendly and enemy orders of battle, 

locations and movements of weapons and equipment, events, and intelligence as it 

relates to past, present, and predicted behavior of the enemy. In the fusion process the 

authors include collection, association, aggregation, and merging of data to create and 

display current and past situations. The decision support function creates and 

evaluates alternative estimates of the real situation and the responses available to the 

commander. Both functions are performed interactively, and the results of the military 

response are included in the model through a feedback loop.  

III MSDF vs Multisource Information Fusion  

In 1986, Prof. Arapov published an overview of the developing information 

technologies and their societal impact.
8
 For that purpose he proposed a model of the 

information space. Twelve years later a modified version of his model was 

announced, called Stratified Information Space Model.
9
 Both models allow to study 

IT developments and influence in three strata: data and signals, knowledge, and 

culture. Accordingly, we propose a modification of the SHOR model, depicted in Fig. 

2.  
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This modification allows for a better representation of the information strata Data-

Knowledge-Culture and gives a preference to the term source, examining sensors as 

just one type of sources. Respectively, the type of processing along the information 

strata changes from exclusively technically oriented to increasing human 

participation. 

The MSIF model represents the intersection between the MSDF framework
10

 and the 

information space paradigm.
11

 There are two main differences between the classic 

SHOR model and the MSIF model: 

1) We examine the term information more broadly to include not only 

technologically acquired data from the object under study and its environment, but 

also: 

 inputs based on expert analysis, i.e., intelligence forecasts; 

 criteria-type inputs for the decision making process based on value systems, 

doctrine, education and training, etc. 

2) Instead of response we propose the use of term action. The difference is not 

just linguistic but in the essence. The term response assumes reactive attitude while, 

as in the cases under examination in section VI, we aim at taking preventive 

measures.  

The outlined differences are not crucial. Nevertheless, they have methodological 

implications and, in our opinion, the MSIF model will help to expand the application 

of proven MSDF techniques to diverse problem areas. And although in many cases 

there is an overlap between various strata of the information space and variety of 

combinations between roles of technology and experts, this model allows for a  

unified framework clearly separating functions in the system from methods dealing 

with partial, uncertain, and imprecise information.  

At this juncture, several approaches to MSDF were proposed in order to deal with 

incompleteness and ambiguousness both in the available data and in the preferences 

of decision makers. In terms of methodology, a minimal representative sample 

includes contributions from fuzzy set theory, neural networks, probabilistic reasoning, 

and multiple-criteria decision making under uncertainty: 

 Waltz and Buede use the term soft decision data - representation of uncertainty 

using probabilities, possibilities, or fuzzy rules - as opposed to hard decisions 

(declarations). Hard decisions are reported as single statements, and soft 

decisions are provided as multiple hypotheses, each with its own representation 

of the uncertainty associated with the hypothesis.
12

 When fuzzy rules are used, 
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uncertainty is reflected both in the fuzzy character of the if-then rules and the 

fuzzy presentation of the input information through membership functions.  

 Studying the approaches to identity declaration in MSDF, Hall examines the 

potential for application of adaptive neural networks (NNs) for pattern 

recognition.
13

 On the next level of the MSDF system - decision level identity 

fusion - he examines the use of classical inference, Bayesian inference, 

Dempster-Shafer method, generalized evidence processing theory and heuristic 

methods for association/fusion of identity declarations from different sources. 

 Rao studies the capacity of neural networks to fuse data and information when 

the error densities of the separate sources are unknown.
14

 Many of the existing 

information integration techniques are based on maximum a posteriori 

probabilities of hypotheses under a suitable probabilistic model. However, in 

situations where the probability densities are unknown (or difficult to estimate) 

such methods are ineffective. Therefore, as opposing to early methods (many of 

which required even independence of the errors of the sources), he envisions NN 

schemes that extract/infer fusion rules on the basis of empirical data and employ 

suitable training algorithms. Furthermore, Rao proves that for a certain class of 

continuous functions a feedforward neural network infers fusion rules that 

provide empirical risk minimization. 

 Decision making involves choosing some course of action among various 

alternatives. In almost all decision making problems, there are several criteria for 

judging possible alternatives. The main concern of the decision maker is to fulfill 

his or her conflicting goals while satisfying the constraints of the system. 

Milakooti and Zhou formulate the multiple criteria decision making problem and 

use an adaptive NN to rank the set of discrete alternatives where each alternative 

is associated with a set of conflicting and noncommensurate criteria.
15

 Examining 

decision making problems under certainty, they consider discrete sets of 

alternatives with the assumption that there exists a multiple attribute utility 

function (MAUF) that can represent the preferences of the decision maker. They 

demonstrate that adaptive NNs can represent a more general and flexible MAUF 

than other generally used types of MAUFs. Adaptive NNs for representing 

various MAUFs enable the decision maker to rank alternatives and choose the 

most desirable ones. The authors show that the NN approach to solve multiple 

criteria problems is versatile yet robust approach to quantification and 

representation of the preferences of the decision maker: First, it does not assume 

any particular structure or property of MAUF; secondly, the NN method 

generates a completely assessed function; and, third, it can adjust and improve its 

representation as more information from the decision maker becomes available.  
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The cited works provide but a glimpse at the power of fuzzy logic and neural 

networks to deal with complex processes in the lack of certainty and precision and to 

learn by example. Even more promising is their combined implementation, integrated 

with powerful optimization techniques in a probabilistic framework. 

IV Computational Intelligence and Soft Computing Methodologies  

Recently, the term „computational intelligence‟ is gaining influence in analysis, 

modeling and control of complex processes. It describes a concept for synergistic 

implementation of information processing methods in parallel with levels of human 

information processing. Figure 3 depicts this parallel. On the left side is the 

„biological‟ processing according to the idea of the “triune brain”.
16

 It envisions a 

cortex organized in three layers responsible respectively for instinctual behavior, 

motivational and emotional influences, and rational influences on decision making. 

The parallel with computational intelligence is presented on the right side of Fig. 3. 

The three respective layers involve implementation of quantitative statistical methods, 

soft-computing, and rule-based approaches of the symbol-processing kind.
17  
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Figure 3: Parallel between human and computational intelligence 

Guiding principle of the implementation of soft computing is the exploitation of the 

tolerance for imprecision, uncertainty and partial truth to achieve tractability, 

robustness and low solution cost. In 1994, Prof. Zadeh considered as main 

components of soft computing fuzzy logic, neural network theory, and probabilistic 

reasoning, the latter including parts of evolutionary computation, parts of learning 

theory, belief networks, and chaos theory.
18

 Of these, the first principal component is 

primarily concerned with imprecision of data and information, the second - with 
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learning, and the third - with uncertainty. Soft computing is not a single methodology 

but rather a consortium of methodologies. At this juncture, fuzzy logic, neural 

networks, probabilistic reasoning and genetic algorithms are considered as principal 

constituents of soft computing. In many applications it is advantageous to exploit the 

synergism of these methods by using them in combination rather than alone. 

Examples of combined use include neuro-fuzzy, neuro-genetic, neuro-probabilistic, 

fuzzy-probabilistic, genetic-fuzzy and neuro-fuzzy-genetic systems.
19

  

V Soft Computing in MSIF and Decision Support 

The focus of the Berkeley group led by Prof. Zadeh is on the development of 

techniques for combined implementation of fuzzy, neural, genetic, and probabilistic 

methods in the design of autonomous systems.
20

 We study the application of soft 

computing methodologies in MSIF for decision support. Accordingly, we transform 

the SHOR model (Fig. 2) to a MSIF model (Fig. 4) that presents functional problems 

in MSDF
21

 as problems of information fusion in the face of imprecision, uncertainty, 

high complexity, and change.  
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In this dynamical framework, principal tasks in fusing information from multiple 

sources are: 

 Classification - placing the current situation in a class of typical behavior. This 

goal is achieved when we have a priori (usually expert) knowledge of the types 

of behavior allowing to implement supervised learning methods. If such 

knowledge is not available, solving the task involves formation of classes via 

unsupervised learning; 

 Modeling - finding a description that accurately captures features of the long-

term dynamical behavior of the system; 

 Characterization - determining fundamental properties of the system with little or 

no a priori knowledge; 

 Forecasting - accurately predicting the short-term evolution of the system. 

These tasks are overlapping but not necessarily identical. They serve as building 

blocks for event forecasting (Fig. 5), which we regard as the basis for decision 

support. Details are provided in the next section.  

EVENT  FORECASTING

SENSORS

(DATA)

HISTORICAL

DATABASE

INTEGRATION OF NUMERICAL AND

LINGUISTIC VARIABLESOF DYNAMICS

PATTERN

RECOGNITION

“SOURSES”(INFOR-

MATION / EXPERT

KNOWLEDGE)

TIME SERIES

PREDICTION
CLASSIFICATION

INCORPORATION

 

Figure 5: Functional tasks in event forecasting 
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VI Computational Intelligence for Early Warning  

Soft-computing methodologies are applied in two ongoing projects at the Space 

Research Institute of the Bulgarian Academy of Sciences.  

6.1. Classification of physiological condition for advance warning 

Multisource fusion of physiological information is a promising venue in the analysis 

and forecasting of biological and psychological processes. A R&D group at the Space 

Research Institute designed the 32-channel system “NEUROLAB-B”. The system, 

used on the “Mir” space station, records four channels of ECG, four channels of 

EMG, two channels of EOG, blood pressure, pulse wave, breath frequency, two 

channels body temperature, skin conductance level, dynamometric probe and 

somatosensor stimulation, and is working on a Holter system for 24-hour recording.
22

 

Up to now, data is being processed by traditional statistical and signal processing 

techniques. However, recent research results convincingly ascertained the 

nonlinearity of many physiological processes and the complex interaction of variety 

of factors.
23

 On the basis of this multisource information the research group started 

the development of novel nonlinear methods and algorithms to forecast physiological 

condition of an operator working under external conditions. 

6.2. Early warning through classification of security situations 

Effective prevention of crisis or moderation of their impact requires advance warning. 

The application of traditional statistical and knowledge-based approaches to early 

warning did not prove sufficiently powerful for the purposes of early warning. That is 

not surprising if we account for the highly nonlinear character of triggering 

mechanisms and the levels of uncertainty caused both by the imprecise and partial 

information and by the inherently complex dynamics of security processes.
24

  

In the quest for efficiency, the use of artificial NNs has been suggested. After 

transforming the expert knowledge into a representative set of indicators in a form 

suitable for NN processing, they are fed into an NN recognition scheme, trained on a 

historical data base. Thus, advance warning is issued when a particular security 

situation is recognized as a preconflict situation.  

Both studies are aimed at providing advance warning. Although to a different degree, 

the resulting systems must support decisions in the face of poorly defined situations, 

with poorly measured variables, incomplete and inaccurate data, and incomplete 

theoretical understanding. We aim at a new quality both in the accuracy of prediction 

and in presenting information in the language used by decision makers through 

combined application of computational intelligence as follows. 
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6.3. Computational intelligence on the implementation stage 

To classify certain situation as a potential pre-crisis situation we apply a combination 

of fuzzy logic, NNs and probabilistic computing. Fuzzy representations of the input 

information reflect the symbolic nature of the expert opinion. The use of fuzzy sets 

allows to employ a mode of approximate reasoning, to describe knowledge by 

linguistic concepts, and to make decisions based on imprecise and incomplete 

information in a way similar to human beings. However, the sheer amount of 
information precludes the inference of a complete set of fuzzy rules. Therefore, we 

take advantage of the learning capabilities of NNs. The combination of a particular 

form of neural network, i.e. multilayer perceptron (MLP), with the transparent 

knowledge representation of fuzzy systems, produces a model with the ability to learn 

from real world observations and whose behavior can be described naturally as a 

series of linguistic humanly understandable rules. 

Furthermore, instead of seeking a single optimal event forecasting model, we envision 

the use of several potential predictive models, which may lead to different inferences. 

Intuitively, ambiguity over the model should dilute information about predictions. A 

promising technique for properly accounting for this source of uncertainty, as well as 

for interpretation of the output of the classification scheme (type of expected crisis) is 

the Bayesian model averaging. Of considerable importance is the fact, that the 

treatment of the neuro-fuzzy system from a Bayesian perspective leads to practical 

procedures for estimating the confidence in the predictions.  

Finally, it is possible that not a single configuration of inputs points to an upcoming 

crisis, but the way in which a configuration evolves in time. Hence, we need to build 

a warning system with inherent dynamic behavior. But MLPs are purely static and 

incapable of processing time information. Several approaches for incorporation of the 

dynamics in classification and forecasting schemes have been successfully applied: 

 One way to extend MLPs to time processing is by creating a time window over 

the input configurations to serve as memory of the past. This leads to the so 

called time-delay NNs; 

 Alternatively, recurrent NNs may be applied. The latter, however, are not 

guaranteed to be stable and they cannot be trained with standard back-

propagation. These problems are avoided in a scheme known as partially 

recurrent network;
25

  

 A third approach, devised by one of the authors
26

 involves design of nonlinear 

predictive models of the dynamics of some input variables and the use of the 

parameters of the model as potential features in the input space of the 

classification scheme. A similar approach, involving global dynamical models of 
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the data, was used successfully to classify high noise signals, such as actual open 

ocean acoustic data.
27

  

6.4. Computational intelligence on the design stage 

One of the goals in design is to develop methods that account for prior knowledge of 

data and exploit such knowledge in reducing search and that, in the same time, are 

robust against uncertainty and missing data problems. Bayesian methods and decision 

analysis provide a basic foundational framework. This framework is successfully 

supplemented by contributions of chaos theory and genetic algorithms in the 

definition of an informative input space, the choice of the structure of the forecasting 

model, and the calibration of its parameters (the learning phase). 

Design of input space. Chaos theory is applied to estimate the dimension of possible 

attractors in the situational dynamics. The estimated attractor dimension is used to 

initialize the number of input indicators of the classification scheme. Then, the 

genetic algorithm technique is used to precisely configure the indicator space so that 

it accounts for both dimensional and time (memory-type) factors.
28

 At this stage the 

dimensionality of the input data is reduced and deficiencies such as missing input 

values or incorrect target values are eliminated.  

Structure of the forecasting scheme. Requirements for tractability (overcoming the 

curse of dimensionality) and model generalization (expanding the predictive power of 

the classification scheme to previously unseen situations) give significant advantage 

to parsimonious models. Furthermore, such models provide for a qualitative insight 

into the behavior of the system in the form of fuzzy rules. Therefore, we formulate the 

design as an optimization problem. The genetic algorithms are well suited for 

optimization in high-dimensional, nonlinear and noisy problems. They offer a means 

to systematically and efficiently explore the space of forecasting architectures. Also, 

they allow to optimize concurrently the NN topology, its parameters, as well as the 

parameters of the learning algorithm.  

An alternative is provided by the Bayesian approach. Using only the training data, it 

allows different models to be compared in an objective and principled framework for 

dealing with the issues of model complexity. Also, estimations of the relative 

importance of different inputs can be automated. Choices can be made as to where in 

input space new data should be collected in order that it be most informative (such 

use is known as active learning).  

Learning. Many algorithms exist for optimizing the values of the parameters in the 

network, in other words, for training the network. Successful solutions of various 

problems apply latest developments in machine intelligence allowing to mimic the 

ability of the human mind to effectively employ modes of reasoning that are 
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approximate rather than exact, to learn from past experience, and to adapt to 
environmental changes.

29
 In most cases, we have expert-defined pairs “input 

configuration of indicators - class of situation.” Then we apply algorithms for 

supervised learning, closely approximating available pairs (training examples). 

Examples for such algorithms in NN learning are back-propagation and simulated 

annealing.  

When expert knowledge is lacking or insufficient, unsupervised learning techniques 

are applied for data clustering. Central data clustering, also called vector 

quantization, and pairwise data clustering are two classes of combinatorial 

optimization methods for data grouping which extract hidden structure from data. The 

main issues in algorithm development are to determine appropriate quality measures 

for the evaluation of clusters and to limit the complexity of the cluster set. Several 

models for data clustering exist, e.g., K-means clustering, selforganizing feature 

maps, the neural gas algorithm and complexity optimized vector quantization. 

Respective algorithms to estimate the cluster parameters have been derived in the 

maximum entropy framework which has been proven to be optimal for stochastic 

optimization. Clustering models for proximity data have also been introduced. 

Proximity data characterize items by their mutual relationship and not by coordinates 

in a vector space.
30

  

Data issues. For most applications before training the classification/forecasting 

scheme it is necessary to transform the data into some new representation. Because of 

the very few assumptions in using computational intelligence methods, this problem  

is alleviated to some extent and less emphasis has to be placed on careful 

optimization of pre-processing than would be the case with simple linear techniques, 

for instance. Nevertheless, in most practical applications pre-processing of available 

data has a significant influence on the performance of the final system. Computational 

intelligence methods find successful applications in:
31

  

 Input normalization; 

 Input encoding; 

 Dimensionality reduction: feature selection,
32

 feature extraction; 

 Pre-filtering, removal of outliers; 

 Dealing with missing data; 

 Integration of domain specific knowledge. 

Similarly, CI methods are used for post-processing to provide required output data. 
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Conclusion 

The application of computational intelligence in our studies extends           
the potential of „traditional‟ MSDF. The discipline of multisensor data  
fusion appeared as a particular technology to support command and    
control. Thus, our extension of MSDF may be examined as a special        
type of convergence of soft „military technologies‟ to non-military 
applications.  

Of particular interest is the application of modern information 
technologies to increase international stability. Early warning through 
close international cooperation has a great potential to defuse crisis and 
conflict even before they appear. The monitoring of security situations 
for the purposes of early warning is such application calling for all-
source data and information fusion, analysis, assessment and decision 
making support.

33
 Therefore, through development of architectures for 

multisource information fusion, the application of computational 
intelligence may contribute to increasing stability and security. 
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